CSM-68/15
Statistics

Time : 3 hours

Full Marks : 300

The figures in the n’gbt-hahd margin indicate marks.

Candidates should attempt Q. No. 1 from Section — A
and Q. No. 5 from Section — B which are compulsory
and three of the remaining questions, selecting |
at least one from eaph Section.

Section — A

1. . Attempt any five of the following sub-parts : | |
12x5 = 60

(a) Show that Poisson distribution can be
obtained as an approximation to Binomial

_distribution. »
X x=12345

(b) Ifpp)=115
0 elsewhere

find () PX=1orX=2)
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2.

(c)

)

(e)

N

(a)

1 5
(i) p(§<X<—2—| X>1]
Sketch the distribution function F(x).
Given the joint pdf of (X, Y)

8xy O<x<y<1
fx,y) = 0 otherwise

Obtain E(X), E(Y) and Cor (X, Y).

Derive the characteristic function of the
standard normal distribution.

In a simple linear regression model y = By +
B4x + €, obtain the least squares estimation of
By and B,. Stating the assumptions, derive the
procedure to test for the significance of ;.
Define Hotelling’s T2-Statistic and
Mahalanobis D2-statistics. State the
relationship between them. Mention any two
applications of T2-statistic.

A bég contains 6 red, 5 white and 4 black
balis. If two balls are drawn at random, find
the probability that :

() None of them is red
(i) One is white and one is black
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(b) If X and Y are independent rvs show that :
(i) E(cX+dY)=cE(X)+dE(Y),c,de R.
(i) V(@X~bY)=a?v(X)+b?«(Y),a,be R.
(c) Derive the moment generating function of a
binomial distribution B(n, p). Hence, derive
its mean and variance. 20x3 =60

3. (a) The joint pdf f(x, y) is given by f(x, y) = x* +
| xy
3 ]
density function of X and Y, conditional density
function of X given Y =y, E (X | y) and
V(X | y)-

0<x<1 0 <y < 2, find the marginal

(b) Alf Ko T 5 X and g is a continuous function

in red line R‘, then show that g(X,,) _____,
g(Xx).
(c) Let{ X, }be asequence of independent rvs

1
» — A — - A — =
with P(X, = n") = P(X, = —n") = 5. Examine
for what values of A : |
(i) The central limit theorem holds

(ii) WLLN holds 20x3 = 60
DA —5/5 (3) ( Tum over)



4. (a) State the muitiple linear regressionmodelh
with the assumptions. Explain a procedure
- to estimate the parameters of the model.
Deﬁne the coefficient of determination R2 for
- this model.

(b) Given the simple correlations among the
three variables r,, = 0.77, r,; = 0.72 and
rp3 = 0.52, find the partial correlation

- coefficient ry, 53 and the multiple correlation
coefficient Ry 55. B

(c) Derive the Bayesian Classification rule to
classify. an observation into one of the two
multivariate normal population with equal
covariance matrices. 20%3 = 60

, Section - B
-~ 5. Answer any three of the following :

(@) () Sfate Neyman Factorisation Theorem. |
~ Obtain the sufficient statistics for the _
parameters of the following distributions :

P(A), and N(u, 2)
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(b)

(©

(d)
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(i)

(0

(ii)
()
(ii)

(i)

(if)

Based on a random sample of size n

from f(x, 6) = 6e™®*, x > 0, derive the

o

Define monotone likelihood ratio

property. Examine whether the following

family possess this property : |
N(ug. 0’2), a?>0 |

Explain Waid’s SPRT and describe the

test proceduce for binomial proportion.
| 8+12=20
Explain a procedure for the sample size
determination, for estimating the
populétion mean under SRSWR. |

1 1
UMVUESs of — and 6-5 . 10+_10 =20

Discuss the selection procedure for
drawing a sample of n units from N units

under PPSWR. 10+1 0=20
Explain fixed effects, random effects and
miXede’ffects models with examples.

Explain the three basic principles and
their importance in the design of

experiments. 8+12 =20
(5) (Tum over)






